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● Part I: Erica Cooper (45mins presentation + 5mins Q&A)
○ Subjective quality assessment for synthesized speech
○ Objective quality assessment for synthesized speech

● Part II: Wen-Chin Huang (45mins presentation + 5mins Q&A)
○ Experiences and lessons from the VoiceMOS Challenge Series
○ Ongoing trends and efforts on quality assessment for speech

● Part III: Jiatong-Shi (45mins presentation + 5mins Q&A)
○ Ongoing trends and efforts on quality assessment for music and general audio
○ Applications of quality assessment metrics

● Part IV: Wen-Chin Huang, Jiatong-Shi (25mins presentation + 5mins Q&A)
○ Resources: datasets, benchmarks, toolkits



Part I:
Quality Assessment for Synthesized Speech



Outline

● Subjective quality assessment for synthesized speech
○ 1980s-1990s: Intelligibility and comprehension
○ 1990s-2000s: Naturalness, intelligibility, and efforts to standardize
○ 2010s-present: Crowdsourcing, MOS, and critiques
○ Current practices and challenges in subjective evaluation

● Objective quality assessment for synthesized speech
○ Motivation and challenges
○ Speech quality assessment metrics from telephony
○ Model-based evaluation of synthesized speech

■ Early machine learning approaches
■ Neural network based approaches
■ SSL-based approaches
■ Unsupervised approaches
■ Beyond MOS prediction



Subjective Quality Assessment
(Listening Tests)



1970s-1990s: Intelligibility and comprehension

Early speech synthesizers had a robotic sound, and the first challenge is to generate intelligible speech – 
naturalness would only become a primary consideration later.  

● Diagnostic Rhyme Test [1]
● Modified Rhyme Test [2] 

BAD BACK BAN BASS BAT BATH
● Word pointing test [3]
● Minimal pairs intelligibility test [3]
● Word and name transcription tasks [3]
● Quality ratings with problem categorizations [3]
● Paired comparisons with certainty ratings [3]
● Transcription of semantically-unpredictable sentences [4]

The table walked through the blue truth.

1970s: formant synthesis

1980s: diphone synthesis

Thanks to Junichi Yamagishi and Simon King 
for these audio samples which were 
generated using Festival.



1970s-1990s: Intelligibility and comprehension

Comprehension: a listener's ability to understand and retain information in the speech.

● Multiple choice listening comprehension test [5]
● Sentence verification task [6]

Although listening comprehension tests have strong ecological validity, they are easily saturated 
(meaningful distinctions cannot be found between natural and synthetic speech).  For this 
reason, these kinds of tests have not seen widespread use.



Some popular listening tests

Pairwise comparison tests

A
B

Pairwise comparison test: Listen to the 
same sentence generated by two 
different systems and choose which one 
sounds better.

Subjective
test

A B

Pros: 
 - Direct comparisons between 
two systems allow fine-grained 
distinctions to be made

Cons: 
 - Doesn't scale well to a large 
number of systems because you 
have to compare all pairs



Some popular listening tests

MOS (Mean Opinion Score) tests  (ITU-T Rec. P800 [7])
Mean opinion score (MOS) test: Rate 
quality of individual samples.Subjective

test

Pros: 
 - Can compare more different 
systems

Cons: 
 - Comparison between systems 
is implicit, not direct
 - Listener ratings will be 
influenced by the overall range 
of quality in the entire test



Some popular listening tests

MUSHRA(-like)  (ITU-R BS.1534-3 [8])

1
0

MUltiple Stimuli with Hidden Reference 
and Anchor (MUSHRA) test: Arrange 
samples, including a low anchor and high 
anchor, on a scale from 0-100.

Subjective
test

Pros: 
 - Direct and fine-grained 
comparisons between multiple 
systems
 - Fewer listeners required to 
find statistically-significant 
differences between systems

Cons: 
 - Can't include too many 
systems
 - More effort for listeners
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Beyond listening tests

● Reaction time to measure cognitive processing
○ e.g., sentence verification task
○ Paired word choice task – reaction times are approaching or even indistinguishable from those for natural 

speech [9]
● Pupillometry to measure cognitive load

○ Pupil dilation is sensitive to the quality of synthesized speech [10]
● Brain signals while listening to synthetic speech

○ PhySyQX dataset [11]: multidimensional rating of synthetic speech + fNIRS + EEG data; found to correlate with 
ratings and can be used for decision tree classification-based prediction [12]

○ Different fMRI patterns when listening to deepfake audio (more activity in the auditory cortex) vs. natural 
speech (more activity in the ventral striatum) [13]



1990s-2000s: Naturalness, intelligibility, and efforts to standardize

As speech synthesis quality improved, the focus of evaluations shifted more towards 
naturalness.  

1990s: unit selection● ITU-T Rec. P.80 [14]; P.85 [15]: overall impression, 
comprehension problems, articulation, pronunciation, 
speaking rate, voice pleasantness, acceptance

○ In 2002, 8 years after it was introduced, P.85 had not seen much 
adoption [16]

○ Very strong correlations across several of the different P.85 rating 
scales -> unnecessary complexity

○ A later study [17] found opposite results – it depends on the TTS 
systems.

○ Pairwise test gave same rankings with less variability and more 
significant differences with the same number of listeners [16]

○ P.85 was found to be unsuitable for measuring intelligibility; SUS 
tests were more useful  [17]

2000s: HMM synthesis

Thanks to Junichi Yamagishi and Simon King 
for these audio samples which were 
generated using Festival.



1990s-2000s: Naturalness, intelligibility, and efforts to standardize

The Blizzard Challenge (2005 - )

● Shared task for comparing corpus-based text-to-speech synthesis techniques using 
standardized datasets and evaluations

● MOS, SUS intelligibility (and speaker similarity, later)
● Strong precedent for TTS evaluation
● Listening test results are shared with the community  -> DATA!



2010s-present: Crowdsourcing, MOS, and critiques

Crowdsourcing: Ask anonymous participants online to do annotation or answer a survey through 
a web-based platform

Pros: Access to a much larger pool of participants; tasks can be completed very quickly and 
asynchronously

Cons: Less control over the listening environment

Challenges: 

● Inattentive listeners  →  require entire audio sample to be played; include some "attention 
check" questions; require some threshold of previously-accepted tasks; check the results

● Unknown listeners  →  collect some demographic information (but be mindful of privacy)
● Unknown listening environment  →  require headphones; Huggins pitch [18]



2010s-present: Crowdsourcing, MOS, and critiques

Critiques of MOS

● What even is naturalness?? [19,20,21]
● Specific guidelines exist but are often not followed [22]
● Number of listeners, questions asked, etc. are often not reported [22]
● Averaging loses distributional information [23]
● MOS results cannot be meaningfully compared across separate listening tests [23]
● Evaluation of isolated sentences is not ecologically valid [19]
● Instructions given to listeners affect the results [24]
● So many biases!!!  (this also applies to other kinds of listening tests) [25]



2010s-present: Crowdsourcing, MOS, and critiques

Biases in listening tests [25]

● Biases arising from affective judgments
○ Appearance of testing equipment
○ Expectations
○ Personal preferences
○ Emotions and mood

● Response mapping bias arising from the test design
○ Stimulus spacing and frequency
○ Perceptually nonlinear scales
○ Range-equalizing bias

● Interface bias
○ Layout and appearance of the scale
○ Words chosen for the labels

Range-equalizing bias





Current practices and challenges in subjective evaluation

Do not cross-compare MOS test results!!!

Report your listening test details!!! (number of listeners, etc.)

Consider ecological validity!

MOS is arguably saturated – consider other tests with more discriminative power.

● Pairwise tests have greater discriminative power, can avoid n2 with active learning type 
approaches [26]

● De-saturate your listening tests by choosing challenging / well-differentiated test material 
[27,28,29]



Objective Quality Assessment



Motivation and challenges

Motivation: Listening tests are a time-consuming evaluation paradigm.  Reducing the listening effort and 
time burden can speed up experimentation cycles and also make listening tests more efficient.

Challenges:
● Listening test context dependence: All of the biases inherent to listening tests mean that their results are not directly 

cross-comparable.  
● Subjective listener preferences: Listeners’ ratings may be influenced by their cultural background, personal opinions, 

familiarity with technology, etc.
● Generalization to new domains: Even if MOS ratings for one type of synthesized speech are available, it is not 

predictable how well a model trained on this data will generalize to other types of synthetic speech (different 
languages, types of expressivity, use cases, etc.)

● The "one-to-many" problem: Given a particular input text, there are many valid and natural-sounding ways to speak it.

MOS is subjective.  It is also not absolute but relative.



Evaluation metrics

System-level and Utterance-level evaluation metrics:

●Mean Squared Error (MSE): difference between predicted and actual MOS
●Linear Correlation Coefficient (LCC): a basic correlation measure
●Spearman Rank Correlation Coefficient (SRCC): non-parametric; measures ranking order
●Kendall Tau Rank Correlation (KTAU): more robust to errors



Taxonomy of objective evaluation methods

Type of reference data available:

● Matched reference audio sample AKA intrusive; double-ended
● Partially-matched reference audio sample e.g., speaker-matched but not lexically-matched audio 

sample to measure speaker similarity
● Reference text e.g., ASR WER for intelligibility
● Non-matched reference audio e.g., distribution modeling
● No reference data AKA non-intrusive; single-ended; reference-free

Evaluation type:

● MOS prediction / quality rating
● A/B pairwise comparison
● Similarity to a reference
● Multi-dimensional evaluation
● …..



Speech quality assessment metrics from telephony

Signal-based intrusive metrics:

● Mel-cepstral distance (MCD) [30]: Difference between the Mel cepstra of a reference and a 
test speech sample.  Adapted for TTS using dynamic time-warping alignment. [31]

● Root mean squared error of f0: Distance between reference and test f0 sequences
● Correlation of f0: How well changes in direction of f0 in a test sample match the reference

                      
Real speech

Synthesized 
speech



Speech quality assessment metrics from telephony

Perceptual Evaluation of Speech Quality (PESQ) [32,33]: an intrusive algorithm designed for 
narrow-band telecommunications applications



Speech quality assessment metrics from telephony

ITU Recommendation P.563 [34,35]: the first reference-free metric developed by the ITU for 
narrow-band telephony.



Model-based evaluation: Early machine learning approaches

● 2008: Decision trees to identify the most useful internal features of P.563 [36]
● 2010: Linear regression models and SVMs to incorporate larger-scale acoustic feature sets  

related to signal duration, formants, intensity, pitch, and spectrum [37]
○ Evaluated on datasets from Blizzard Challenge 2008 and 2009
○ Correlations in the range of 0.7-0.8 

● 2012: Prosodic, micro-prosodic, and MFCC-based features; feature selection and SVM [38]
○ Evaluated on more challenging data from Blizzard 2012 including synthesized paragraphs
○ Combination of features produces the best results

● 2015: Prediction of naturalness, prosody, and intelligibility [39]
○ Large feature sets + SVMs
○ Incorporation of nonlinear modeling: "regular perception range" in which correlations between acoustic 

features and the quality rating is maximized
○ Correlations upwards of 0.9 



Model-based evaluation: Neural network based approaches

● 2016: Hierarchical approach to first predict a system-level score and then use that 
prediction as a feature to predict sample-level scores [40]

○ DNNs were shown to work better than regression models at both stages.
● 2016: AutoMOS [41]

○ LSTMs trained on internal MOS test data
● 2019: MOSNet [42] for voice-converted speech

○ Based on QualityNet [43] for enhanced speech
○ CNN-BLSTM
○ Could also predict speaker similarity
○ Open source → popular use

● 2020: NISQA-TTS [44]
○ CNN-LSTM
○ Pretrained for degraded natural speech; fine-tuned on multilingual MOS datasets of TTS
○ Open source → popular use



Model-based evaluation: Neural network based approaches
Listener modeling: incorporate listener ID and individual ratings into model training.

● 2021: MBNet [45]: mean and bias subnets to learn individual listener preferences and 
averaged scores at the same time

● 2022: LDNet [46]: "all listeners" and "mean listener" inference modes
● 2023: DeePMOS [47]: MBNet + variance prediction



Model-based evaluation: SSL-based approaches

Basic idea: fine-tune a pretrained SSL model on MOS-labeled data.

● Simple approach: SSL-MOS [48] – fine-tune Wav2Vec2 + linear layer for MOS prediction as a 
regression task using L1 loss



Model-based evaluation: SSL-based approaches

Basic idea: fine-tune a pretrained SSL model on MOS-labeled data.

● Simple approach: SSL-MOS [48] – fine-tune Wav2Vec2 + linear layer for MOS prediction as a 
regression task using L1 loss

● Extensions and improvements:
○ UTMOS [49]: ensembling of strong (SSL) and weak (regression) learners; contrastive loss
○ DDOS [50]: domain-adaptive SSL pretraining on synthesized speech; distribution prediction
○ Encoders for prosodic and linguistic features [51]
○ ZevoMOS [52]: incorporate ASR confidence scores and pretrain for the real/fake speech classification task
○ RAMP [53]: non-parametric component based on kNN
○ Fusion of 7 SSL models [54]
○ SQuId [55]: massively multilingual training on MOS datasets for 52 language locales



Model-based evaluation: Unsupervised approaches

Basic idea: build a reference model from natural speech and measure the distributional similarity or 
difference between synthesized and natural speech.

● Precedent in the HMM synthesis era [56]: Gaussian mixture models of natural and synthesized 
speech acoustic features

● SpeechLMScore [57]: Token sequences from a pretrained SSL; k-means clustering; perplexity of 
token cluster sequences is measured wrt. a speech language model trained on natural speech

● UNIQUE [58]: Uses a distribution model of k-means cluster sequences instead of a sequence model
● VQScore [59]:  A VQ-VAE trained on natural clean speech; reconstruction error as quality measure
● SpeechBERTScore [60]: Intrusive approach – lexically-matched reference samples are required.  

Embeddings of ground-truth and synthesized speech samples are extracted using an SSL model 
and cosine similarity is computed.



Model-based evaluation: Unsupervised approaches

Approaches based on Fréchet Inception Distance: proposed in 2017 to evaluate image generation 
models – compares the distribution of two datasets in an embedding space (from the last 
pooling layer of the Inception-V3 model) using the 2-Wasserstein distance [61]

● Fréchet Audio Distance [62]: adapted for evaluating music enhancement algorithms by using 
embeddings from VGGish

● Adapted for evaluating TTS specifically [63] by using embeddings from the last layer of the 
DeepSpeech2 ASR model

● TTSDS [64]: an ensemble of 
models from which embeddings 
are extracted and their 
distributions are compared

● TTSDS2 [65]: extended to 
multilingual



Beyond MOS prediction

● Word error rate from automatic speech recognizers (ASR WER) has come to basically replace 
human intelligibility evaluations, with correlations to human-transcribed WER reported at 
0.94 in 2015 [66]

● Cosine similarity between speaker embeddings extracted from synthesized speech and 
natural speech of the target speaker is often used as an objective measure of speaker 
similarity, with correlations to human ratings reported at 0.85 using x-vectors in 2020 [67]; 
0.75 when using ECAPA embeddings in 2024 [68]
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Part II-(1):
Experiences and lessons from
the VoiceMOS Challenge Series



Impact of the VMC series



The goal of the VoiceMOS challenge (VMC) series
(or any scientific challenge)

https://sites.google.com/view/voicemos-challenge

Advertise the research of 
automatic data-driven MOS 
prediction for speech

Compare different approaches 
using shared datasets and 
evaluation protocols 

Promote discussion about the 
future of this research field

https://sites.google.com/view/voicemos-challenge


The whole VMC series is about GENERALIZATION

● In-domain (ID) & out-of-domain (OOD) generalization:
test & train data are of the same/different distribution

● In practical situations for SQA, we SHOULD always assume it’s OOD
○ Synthetic speech: different TTS system, different listening test, …
○ Non-synthetic speech: different distortion types, levels, combinations, …

● Ultimate goal: an “almighty” system that excels in all speech types



The path of the VMC series

● The VoiceMOS Challenge 2022 @ INTERSPEECH
○ In-domain prediction for synthetic speech (TTS, VC)
○ Results: best system achieved 0.939 SRCC

● The VoiceMOS Challenge 2023 @ ASRU
○ Fully out-of-domain setting on singing voice conversion, French TTS, noisy speech
○ Results: reconfirmed that OOD generalization is an issue

● The VoiceMOS Challenge 2024 @ SLT
○ Diverse tasks: zoomed-in tests, singing conversion/synthesis, semi-supervised SQA

● The AudioMOS Challenge 2025 @ ASRU
○ Expand to general audio: text-to-speech/audio/music; different sampling frequencies

22 participants

10 participants

8 participants

24 participants



Having a baseline toolkit is important

● Each year we provide baseline starter toolkits such that:
○ The baseline is more often than not the STATE-OF-THE-ART

● Most important reason: to measure PROGRESS
○ One of the goals of scientific challenges is to advance the field
○ If the baseline is SOTA and gets outperformed, then there is progress!
○ Since it’s the starter toolkit, it’s easier for participants to just focus on improving it

● Other benefit: trigger competition (although it’s not the main goal of the challenge)



VMC 2022: tracks

● Main track: BVCC
○ Samples from 187 different systems all rated together in one listening test

■ Past Blizzard Challenges (for TTS) 2008 - 2018
■ Past Voice Conversion Challenges (for voice conversion) 2016 - 2020
■ ESPnet-TTS (implementations of modern TTS systems), 2020

○ Test set is split from the training set ⇨ in-domain 
○ Contains some unseen systems/listeners/speakers

● OOD track: Blizzard Challenge 2019
○ Chinese TTS samples from systems submitted to the 2019 Blizzard Challenge
○ Test set is split from the training set ⇨ in-domain
○ Contains unseen systems/listeners “OOD track”: Probably a bad name…

 “limited-data” track might be better



VMC 2022: results
● Improvements over baseline
● Good performance even with 136 samples only 

⇨ in-domain is probably “too simple”?



VMC 2022: top system – UTMOS

● Main track system: “slightly improved SSL-MOS” (according to 1st author)
● OOD track: ensemble of weak learners using stacking



VMC 2022: feedback

● About the dataset
○ Test set is too small
○ Is the number of samples per system enough? (T06)

● What do you want to see in the next challenge?
○ Other speech types

■ Telephone, conference, speech coding (low bitrate, neural coding), noisy speech (most 
requested)

■ Music, dialogue TTS, high-quality TTS, speaker similarity, confidence
○ More languages (4 participants)
○ Other listening test types (A/B preference tests, MUSHRA tests, or simply predict the ranking)
○ Higher sampling rate (16000 Hz is too low, at least 22050/24000)



VMC 2023: tracks

● Real-world and challenging MOS prediction in collaboration with ongoing 
synthesis competitions.
○ Teams submit their predictions before the actual listening test results have been collected.

● Track 1: Blizzard Challenge 2023 - French TTS
● Track 2: Singing Voice Conversion Challenge - singing voice conversion
● Track 3: Mandarin noisy & enhanced speech

No official training data
= Complete out-of-domain!



VMC 2023: results

● Improvements over baseline
● Good performance even with 136 samples only 

⇨ in-domain is probably “too simple”?



VMC 2024: tracks

● Track 1: MOS prediction for “zoomed-in” systems
○ Motivation: evaluate synthetic systems of high-quality

● Track 2: MOS prediction for singing voice
○ Using the SingMOS dataset: natural singing voices, vocoder analysis-synthesis, singing voice 

synthesis/conversion samples
● Track 3: semi-supervised MOS prediction for clean/noisy/enhanced speech

○ Setting: very limited amount of training data & zero-shot setting
○ Beyond quality:

■ speech signal quality (SIG)
■ background intrusiveness (BAK)
■ overall quality (OVRL)

More diverse tasks!



VMC 2024: results

● Some systems beat the baselines
● We had less participants this year, thus less insights & feedbacks…



VMC 2023 & 2024: common top system – RAMP

● Augments SSL-MOS with a non-parametric, retrieval head
○ Maintains a “datastore”, which has <SSL feature, score> pairs
○ Given an input sample, retrieve from the datastore the closest sample and its score



AMC 2025: tracks

● Why from VoiceMOS to AudioMOS?
○ Rapid development of audio generation (speech, singing voice, music, etc.)
○ We felt automatic quality assessment other than speech was lagging

● Track 1: MOS prediction for text-to-music samples, based on MusicEval
○ MusicEval: music clips from 31 TTM systems, rated by music experts
○ Two axes: overall musical quality, and alignment with the text prompt

● Track 2: Predict Audiobox Aesthetics axes
○ Audiobox Aesthetics: unified assessment methods for speech, music, and sound
○ Four dimensions: production quality (PQ), production complexity (PC), content enjoyment (CE), 

content usefulness (CU)
○ Training set: natural speech, music, and sound samples
○ Testing set: TTS, TTA, and TTM samples

● Track 3: MOS prediction for different sampling frequencies
○ Training data: listening tests in 16/24/48 kHz
○ Testing data: “mixed” listening test with all 16/24/48 kHz



AMC 2025: results

Textual alignment was harder 
than overall musical quality

Left: track 1; right: track 3.
● Baseline was outperformed by all teams!
● SRCC >0.9 ⇨ probably task setting was too easy…



AMC 2025: results

Track 2
● Baseline ranked 9/7/9/10 in PQ/PC/CE/CU ⇨ was outperformed by most teams
● Difficult to perform well in all axes



AMC 2025: feedbacks

● More speech types: multilingual speech, expressive TTS, prompt-based TTS, 
non-verbal speech 

● Multi-dimensional music evaluation: music rhythm, music theory, music diversity, 
music style similarity

● Other audio types: ambient sound and video-to-audio generation
● Preference score estimation, real-time evaluation…



Key factors to the success of a challenge

Well-defined task
● Ex., “zoomed-in” “different sampling rate” were frequently requested tasks, 

but task setting is difficult ⇨ few participants

User-friendly baseline
● Ex., in VMC 2022 and AMC 2025, we dedicated more effort to developing 

comprehensive and easy-to-use baseline implementations ⇨ lowered the 
entry barrier for new participants ⇨ more participants

Marketing and advertisement (most critical!)
● Ex., in VMC 2023 and 2024, we did not actively promote the challenge through 

mailing lists and social media ⇨ contributed to lower participation
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Part II-(2):
Ongoing trends and efforts on
quality assessment for speech



Consider the relative nature of MOS

● Most models: trained with L1/L2 loss in the score space
● How can we consider the RANKING relationship between samples?
● A representative approach: [NORESQA] (NOn-matching REference SQA)

○ The model predicts a RELATIVE quality score of the input speech w.r.t. a reference sample
○ In NORESQA, the reference can be (1) another sample in the same batch (2) a clean sample with 

MOS of 5
○ Methods like UTMOS, [NOMAD],

[SCOREQ] extended this idea



Promoting the use of preference tests

● Even leveraging the relative nature, MOS tests still have many flaws…
● Preference tests allow us to compare scores across listening tests!

○ The amount of samples needed is also fewer
● Preference test can be costly… but can be speeded up with online learning [pref]

○ Automatically stops comparing systems that are obviously different in quality
● Learning from preference data led to better generalization ability [E2EPref]



Beyond quality: similarity

● Mainstream: cosine similarity between speaker embeddings (ex., x-vectors)
● Few have attempted to learn from subjective speaker similarity data

○ Dataset: [VoxSim] (derived from VoxCeleb; 41k utterance pairs, nearly 70k ratings)
○ Model: [SVSNet]

Current results are not significantly better 
than simple cosine similarity of speaker 

embeddings (ex., x-vectors)

What about other dimensions?
● Emotion
● Expressiveness
● Accent
● Non-verbal content
● …



Beyond quality: one model, multiple dimensions

● Why do we want multiple dimensions?
○ Reason 1: interpretability (a single score does not give much insights)
○ Reason 2: increase annotator confidence (quality is subjective, not well-defined ⇨ noisy)

● Ex. 1: [NISQA]
○ Outputs: noisiness, coloration, discontinuity, loudness

● Ex. 2: audiobox aesthetics
○ Outputs: production quality (PQ), production complexity (PC), content enjoyment (CE), content 

usefulness (CU)

It would be ideal but difficult to have the 
dimensions orthogonal to each other…

It is however difficult to make sure all annotators 
use a common scale to make the judgments

(ex., Meta “trained” their annotators)



Beyond quality: interpretable/explainable SQA

● A recent trend: use LLMs for SQA
○ “Audio captioning” but focusing on quality
○ More than just “another LLM application”!

● Provide “explanations” beyond just “scores”
○ Localized evaluation (when & where)
○ Attributed evaluation (what & how)
○  No extinction between synthetic/non-synthetic speech!

● Problem 1: dataset scaricity
● Problem 2: evaluation

○ Natural language description
= larger variance compared to scores

IMO: the ultimate goal

[QualiSpeech, LLM-SQA, ALLD]
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Part III:
Quality Assessment for Music and General Audio

Application of Quality Assessment Metrics
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● Quality Assessment for Music and General Audio
○ Why Music/General Audio Quality Assessment is Different
○ Subjective Foundations for Music and General Audio
○ Objective Quality Assessment for Music and General Audio
○ Future Directions of Quality Assessment for Music and General Audio

● Applications of Quality Assessment Metrics
○ Design and Development
○ Runtime Monitoring / Data Selection
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Part III-(1):
Quality Assessment for Music 

and General Audio



Why Music/General Audio Quality Assessment is Different

● Content variability

● Perceptual focus

● Artifacts

● Playback diversity



Why Music/General Audio Quality Assessment is Different (Content)

● Content variability
○ Polyphony scenarios

■ Many simultaneous sources: voice versus a mix with 
vocals/guitars/bass/drums/synth pads

■ Psychoacoustic masking -> distortions can be masked by adjacent frequency 
bands [psychoacoustic masking]

○ Wide dynamic range
■ Volume shifts happen a lot

○ Dense ambiences
■ Broadband, pseudo-random textures hide tonal artifacts, but reveal pumping 

and spectral breathing from noise suppression etc.
○ Short alerts/UX sounds (alarms, notifications)

■ Extremely short; any latency, onset smear, or overshoot reduces detectability 
and perceived sharpness

○ …



Why Music/General Audio Quality Assessment is Different (Perceptual)

● Perceptual Focus

○ Timbre fidelity
■ Piano vs. bass 

● (attach brightness without metallic ringing versus weight without mud)
■ Wider space compared to speaker differences

○ Spatial envelopment and localization
■ Hall width in orchestral recordings or a game scene with discrete sources 

around listeners
■ Common failure -> collapsed width after downmix



Why Music/General Audio Quality Assessment is Different (Artifacts)

● Artifacts

○ Different types of artifacts
■ Codec pre-echo / denoiser musical noise / clipping / loop seams / spatial fold-down errors etc.

○ How to define “noise” in music/general audio evaluation is difficult!



Why Music/General Audio Quality Assessment is Different (Playback)

● Playback diversity

○ Same processing can be judged differently on different playback chains

○ Headphones
○ Multichannel speakers
○ Binaural / HRTF renderers
○ Small devices (e.g., phones / smart speakers)



Subjective Foundations for Music and General Audio

● Perceptual quality ≠ signal-level fidelity; human listeners integrate complex, 
context-dependent cues.

● Music and general audio have different content statistics and listener expectations than 
speech, so subjective evaluation must account for those.

○ speech listeners prioritize intelligibility and naturalness, music listeners prioritize timbre and musical 
coherence, general audio listeners may value event salience or plausibility.

● Stil, the only golden standard for evaluation



Subjective Foundations for Music and General Audio

● Base standard with explicit audio evaluation -> MUltiple Stimuli with Hidden Reference and Anchor (MUSHRA) test

● More recent  -> Multi-factored analyses of audio signals

○ Step1: Scheme setup
■ Semantic / prompt alignment [MusicGen]
■ Perceptual quality / naturalness [MusicGen]
■ Creativity / diversity for music [CFG Distillation]
■ Concept fidelity (style / mood adherence) [JEN-1]
■ Edit consistency for controllable edits [InstructME]
■ Explainability / interpretability [PAGURI]

○ Step2: Evaluation formats + Calibration
■ Pairwise comparison test
■ MOS test
■ MUSHRA test

Same statistical backbone (panels, CI analysis) but different stimuli 
ranges and scoring anchors



Subjective Foundations for Music and General Audio

● New Protocol in Evaluation (Arena-style evaluation)

○ Multiple systems generate candidates in shared context for direct comparative judgment.
○ Use of pairwise-sytle preference aggregation to derive ranking.

○ Advantages: 
■ efficient relative scoring
■ exposes subtle quality differences
■ supports adaptive sampling.

○ Design elements: hidden anchors, expert + crowd panels, real-time selection of hard comparisons.
● Recent music arena [MusicArena]

○ https://beta.music-arena.org/
○ https://huggingface.co/spaces/ArtificialAnalysis/Music-Arena-Leaderboard 

A
B

https://beta.music-arena.org/
https://huggingface.co/spaces/ArtificialAnalysis/Music-Arena-Leaderboard


Objective Quality Assessment for Music and General Audio

● Same Motivation as speech: 
○ Listening tests are a time-consuming evaluation paradigm.  Reducing the listening effort and 

time burden can speed up experimentation cycles and also make listening tests more efficient.

● Challenges compared to speech:
○ Content variability
○ Perceptual focus
○ Artifacts
○ Playback diversity



Objective Quality Assessment for Music and General Audio

Type of reference data available:
● Matched reference audio sample AKA intrusive; matching; double-ended
● Reference text e.g., audio prompt caption
● Non-matched reference audio e.g., distribution modeling
● No reference data AKA non-intrusive; single-ended; reference-free

Evaluation type:
● MOS prediction / quality rating
● A/B pairwise comparison
● Similarity to a reference
● Multi-dimensional evaluation
● ….. Same as SQA!



Objective Quality Assessment for Music and General Audio

● Quality rating with matched reference audio sample 

● Examples
○ Perceptual Evaluation of Audio Quality [PEAQ]

■ An Audio Version of PESQ
○ Virtual Speech Quality Objective Listener (VISQOL)

■ V1 -> neurogram similarity index measure (NSIM) to MOS scores from a 
set of spectral features [VISQOLv1]

■ V2 -> a support vector regressor over NSIM features [VISQOLv2]
■ V3 -> extended data for VISQOL training [VISQOLv3] (right figure)



Objective Quality Assessment for Music and General Audio

● Quality rating with reference text

● Main setup: Text encoder <-> Audio encoder

● Examples
○ [CLAP Score]
○ [PAM]
○ Refined CLAP with human subjective ratings 

■ [MusicEval]
■ [Human-CLAP]

T-Encoder

A-Encoder



Objective Quality Assessment for Music and General Audio

● Quality rating with no reference data

● Examples
○ Analogy to speech MOS score in music domain

■ [MusicEval]
■ [SingMOS]



Objective Quality Assessment for Music and General Audio

● Similarity of references from non-matched reference audio
○ Compare the distribution of representations between synthesized and reference data

● Examples
○ Fréchet Audio Distance [FAD]
○ Kernel Audio Distance [KAD]

■ An efficient substitution of FAD with Hilbert Space
○ MAUVE Audio Distance [MAD]

■ Meta evaluation with synthesized data
[FAD] Illustration of FAD Calculation Between 
Synthesized (enhanced) and Noisy Data



Objective Quality Assessment for Music and General Audio

● Multi-dimensional evaluation with no reference audio

● Examples
○ [Audiobox aesthetics]
○ [SongEval] (aesthetics for song)

■ Notable for songs with longer context



Metric Design for Music and General Audio (Difference from Speech)

Dimensions Speech Music and General Audio

Feature Representation Phonetic clarity, prosody, 
speaker

Polyphony, timbre richness

Reference Types Matched lexical or clean 
reference in common

Often no clear reference, use 
distributional or prompt-based

Artifact Sensitivity Voice formant distortion, 
temporal glitches

Masking effects, genre-dependent 
noise tolerance, spatial collapse

Scoring and Dimensions Mostly single-score MOS 
prediction, utterance-based

Usually multi-criteria, 
distributional-based



Future Directions of Quality Assessment for Music and General Audio 

● Main theme: Maximize subjectiveness from objectiveness

● Detailed directions
○ Multi-modal integration: integrating to video context, music score, motion, long text
○ Robustness to content diversity: stable evaluation across polyphony, genre shifts (inclusive for genre types), 

and diverse acoustic environments (e.g., spatial scenario)
○ Explainable & diagnostic evaluation: generate interpretable quality breakdowns (localization + 

multi-dimension break down, especially for long audio/music)



References

● [psychoacoustic masking] Painter, Ted et al. "Perceptual coding of digital audio." Proceedings of the IEEE, 2022. 
● [MusicGen] Copet, Jade, et al. "Simple and controllable music generation." NeurIPS, 2023.
● [CFG Distillation] Cideron, Geoffrey, et al. "Diversity-Rewarded CFG Distillation." ICLR, 2025.
● [JEN-1] Li, Peike Patrick, et al. "JEN-1: Text-Guided Universal Music Generation with Omnidirectional Diffusion Models." IEEE CAI, 

2024.
● [InstructME] Han, Bing, et al. "InstructME: An Instruction Guided Music Edit Framework with Latent Diffusion Models." IJCAI, 

2024.
● [PAGURI] Ronchini, Francesca, et al. "PAGURI: A User Experience Study of Creative Interaction with Text-to-Music Models." ISMIR, 

2024.
● [CLAP Score] Xiao, Feiyang, et al. "A Reference-Free Metric for Language-Queried Audio Source Separation using Contrastive 

Language-Audio Pretraining." DCASE Workshop, 2024.
● [MusicEval] Liu, Cheng, et al. "Musiceval: A Generative Music Dataset with Expert Ratings for Automatic 

Text-to-Music Evaluation." ICASSP, 2025.



Reference (Cont’ d)
● [Human-CLAP] Takano, Taisei, et al. "Human-CLAP: Human-Perception-Based Contrastive Language-Audio Pretraining." arXiv, 

2025.
● [Music Arena] Kim, Yonghyun, et al. "Music Arena: Live Evaluation for Text‑to‑Music." arXiv, 2025.
● [PEAQ] International Telecommunication Union — Radiocommunication Sector. "Perceptual Evaluation of Audio Quality (ITU‑R 

Recommendation BS.1387‑1)." ITU‑R BS.1387‑1, 2001 (Updated version of BS.1387‑2, 2023).
● [ViSQOLv3] Chinen, Michael, et al. "ViSQOL v3: An Open Source Production Ready Objective Speech and Audio Metric." 

QoMEX, 2020.
● [ViSQOLv1] Hines, Andrew, et al. "ViSQOL: An Objective Speech Quality Model." EURASIP Journal on Audio, Speech, and 

Music Processing, 2015.
● [ViSQOLv2] Hines, Andrew, et al. "Objective Assessment of Perceptual Audio Quality Using ViSQOLAudio." IEEE Transactions 

on Broadcasting, 2017.
● [SingMOS] Tang, Yuxun, et al. "SingMOS: An Extensive Open-Source Singing Voice Dataset for MOS Prediction." arXiv, 2024.
● [PAM] Deshmukh, Soham, et al. "PAM: Prompting Audio-Language Models for Audio Quality Assessment." Interspeech, 2024.



Part III-(2):
Application of Quality 
Assessment Metrics



Recall the initial motivation

Listening tests are a time-consuming evaluation paradigm.  Reducing the listening effort and time burden 
can speed up experimentation cycles and also make listening tests more efficient.

Can we further extend the assessment model for additional purposes?



Straightforward Application -> Design and Development

● Basic goal: select or improve algorithms

● More and more recent studies start to use objective speech quality assessment for their 
model comparison:

○ Notable usages:
■ PESQ, STOI, DNSMOS for speech enhancement applications
■ UTMOS, speaker embedding similarity for TTS or VC applications

Citation plot of [STOI] Citation plot of [UTMOS]

Everyone still has the consensus that:
Human subjective evaluation is the golden standard for speech/audio quality assessment



Straightforward Application -> Runtime Monitoring / Data Selection

● Basic goal: observe quality for monitoring / data selection

● Industrial Examples:
○ Cisco’s VoIP monitoring of MOS estimation [ThousandEyes-Monitor]
○ Audiocodes’ voice call quality monitoring [Audiocodes-Monitor]
○ dotcom-monitor’s VoIP Monitoring Tools [Dotcom-Monitor]

● Academic Examples
○ Evaluation-in-the-loop data selection [Dark-Data TTS]
○ URGENT challenge data preparation [URGENT Challenge]
○ [Emilia] dataset collection in the wild



Emerging Usage: User-centric Personalization

● Basic goal: tailor to individual needs

● Example usage:
○ Hearing-impaired Listeners

■ Speech intelligibility and quality for different 
hearing condition [HASA-Net+]

○ Speaker-aware SQA [EMDSQA]



Emerging Usage: Optimization and Learning

● Basic goal: drive the model toward perceptual quality

● Methodologies
○ Direct loss term
○ Reward modeling / RL



Emerging Usage: Optimization and Learning - Direct Loss Term

● A differentiable proxy of an SQA metric integrated into the 
loss function

● Earlier work: 
○ Use MOS prediction as loss term [Perceptual-guided TTS]

● Recent works
○ Use a DNSMOS estimator for enhancement [UDASE-CMGAN++]

○ Use UniVERSA-Ext (a multi-metric estimator) for enhancement 
[Multi-Metric SQA-SE] 



Emerging Usage: Optimization and Learning - Reword modeling /RL

● SQA models serve as reward functions in RL setups.

● Examples
○ UTMOS + DPO [DPO-TTS]
○ MOSnet + PPO [UNO]
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Part IV:
Resources: Datasets, Benchmarks, Toolkits



MOS-Bench

● A comprehensive benchmark that focuses on the generalization ability of SQA models 
● Currently: 7 Train&dev datasets, 12 testing sets (still growing!)
● Multiple domains:

○ Synthetic speech: TTS, VC, SVS, SVC, etc.
○ Distorted speech: noise, reverb, VoIP, transmission, codec, replay, etc.

● Multilingual: English, Chinese, Japanese, France, Dutch
● Multiple sampling rates: 8000 ~ 48000 Hz
● Some training sets come with listener labels



MOS-Bench: train&dev sets

Name Speech type Language FS 
(kHz)

# samples
(train/dev)

BVCC TTS, VC, natural speech English 16 4944/1066

SOMOS TTS, natural speech English 24 14100/3000

SingMOS SVS, SVC, natural singing voice Mandarin, Japanese 16 2000/544

NISQA artificial distorted speech, real distorted speech, 
clean speech English 48 11020/2700

TMHINT-QI artificial noisy speech, enhanced speech, clean 
speech Mandarin 16 11644/1293

Tencent artificial distorted speech, clean speech Mandarin 16 10408/1155

PSTN PSTN speech, artificial distorted speech English 8 52839/5870



MOS-Bench: testing sets (1)

Name Speech type Language FS (kHz) # samples

BVCC test TTS, VC, natural speech English 16 1066

SOMOS test TTS, natural speech English 24 3000

NISQA TEST FOR artificial distorted speech, VoIP English 48 240

NISQA TEST P501 artificial distorted speech, VoIP English 48 240

NISQA TEST LIVETALK real-world distorted speech, VoIP Dutch 48 232

TMHINT-QI test artificial noisy speech, enhanced speech,
clean speech Chinese 16 1978



MOS-Bench: testing sets (2)

Name Speech type Language FS (kHz) # samples

BC19 TTS, natural speech Chinese 16 540

BC23 Hub TTS, natural speech France 22 882

BC23 Spoke TTS, natural speech France 22 578

SVCC23 SVC, natural singing voice English 24 4040

TMHINT-QI(S) artificial noisy speech, enhanced speech, clean 
speech Chinese 16 1960

SingMOS test SVS, SVC, natural singing voice Chinese, 
Japanese 16 645



SHEET

Usage ①: for newcomers of SQA
⇨ All-in-one training & evaluation recipes (data preparation, model training, 
model evaluation, metric calculation) 

Usage ②: for researchers who want to evaluate their SQA model on 
MOS-Bench
⇨ Easy-to-use scripts to for evaluation only (data preparation, model 
evaluation, metric calculation) 

Usage ③: for researchers who only want to use off-the-shelf models
⇨ User-friendly interfaces via torch.hub.load or HuggingFace

Come for more details on 8/19 (Tue.) 16:00-18:00, 
Area5-Oral5 – Speech Quality Assessment



Public Available Metrics Hubs - Speech Focus

Name Task Focus Example metrics Metric Count

[ESPnet] TTS, VC, SE/SS, Codec MCD, F0-CORR, WER, STOI, UTMOS, SPK-SIM… 22

[SpeechMOS] SE/SS, PLC AECMOS, PLCMOS, DNSMOS 3

[ClearerVoice] SE/SS DNSMOS, PESQ, MCD, SNR… 14

[Pysepm] SE/SS fwSNRseg, LLR, PESQ… 10

[Amphion] TTS, VC F0-CORR, Energy-RMSE, SPK-SIM, WER, FAD, … 16

(Recorded at 2025.08)



Public Available Metrics Hubs - Music/Audio Focus

Name Task Focus Example metrics Metric Count

[AudioLDM-Eval] TTA FAD, KID, KLD, SSIM, … 9

[Stable-Audio-Metrics] TTA FAD, KLD, CLAP score 3

[FADTK] TTA, TTM FAD 11

[AudioCraft] TTA, TTM VISQOL, FAD, KLD… 6

[SonyCSL-Audio-Metrics] TTA, TTM FAD, APA, Density and Coverage, … 4

[AQUA-TK] TTA PEAQ, FAD, KID, … 9

[Amphion] TTA, TTM FAD 1

(Recorded at 2025.08)



VERSA: Born from Challenges

- Plenty of difficulties exist in evaluation for generated 
speech/audio quality:

- Collecting subjective evaluation is not easy
- Implementing objective evaluation is not easy
- Increasing need to support multi-domain larger-scale 

evaluation 



Introducing VERSA

● VERSA (Versatile Evaluation for Speech and Audio)

○ Targets a general interface for speech and audio evaluation

○ A collection of conventional/recent automatic quality evaluation metrics

○ Highly integration to toolkits / challenges



VERSA Framework

● Flexible I/O Interface
● Easy Manageable Configuration
● Strict Dependency Control
● Job-scheduling Support
● Continuous Integration Tests
● Efficient Resource Management 

○ (cache control)
● Community-driven Effort



VERSA (Cont’D)

● Up to 90 metrics in speech and audio 
evaluation supported currently

● Community-driven efforts for future 
applications



Uni-VERSA: VERSA in a Unified Framework

● Using Uni-VERSA to enjoy up to 109x speed up over 
computing same metrics from VERSA

● Using Uni-VERSA as a loss term for generation tasks
○ [Multi-Metric SQA-SE] 

● Join the detailed oral presentation by Prof. Watanabe
○ Area12-Oral3

Speech Assessment (Tue 2:10 - 2:30pm)



Stay tuned with VERSA team

We are working further on additional topics on multi-metric speech quality assessment

In the upcoming ASRU2025, we will present

- VERSA-v2 (upcoming at ASRU2025)
- UniVERSA-Ext (upcoming at ASRU2025)



Concluding remarks


